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Abstract

We seek to construct a zero coupon yield curve (ZCYC) for Nairobi Securities Exchange (NSE). The objective of this paper is to construct a ZCYC that is differentiable at all points and at the same time, produces continuous and positive forward curve. We will use the classical Nelson-Siegel model, Svensson Model, Rezende-Ferreira model and Svensson extended model.

These models have linear and nonlinear guidelines making them have multiple local minima. This condition causes model estimation more difficult to estimate. We therefore use L-BFGS-B method as the optimization approach for estimating the models.

We compare the models’ performance in terms of continuity and differentiability of the ZCYC, and positivity of the forward curve. We use bond data from Central Bank of Kenya (CBK). The best parametric model to be used for the Kenyan securities market and, consequently, the East African Securities markets is chosen if and only if it depicts the aforementioned qualities.
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Introduction

The definition of yield rate, also called Yield to Maturity (YTM), is the true rate of return an investor would receive if the security were held to maturity. When the YTM is expressed as a function of maturity, then it is known as term structure of interest rates. A yield curve is the graphical plotting of the yield rate...
function. The yield curve is one of the most important indicators of the level and changes in interest rates in the economy and hence the interest in studying as well as accurately modeling it.

The Yield to Maturity (YTM) can also be defined as the single discount rate on an investment that equates the sum of the present value of all cash flows to the current price of the investment. However, using a single discount rate at different time periods is problematic because it assumes that all future cash flows from coupon payments will be reinvested at the derived YTM. This assumption neglects the reinvestment risk that creates investment uncertainty over the entire investment horizon. Another shortcoming of YTM is that the yields of bonds on the maturity depend on the patterns of their cash flows, which is often referred to as the coupon effect. As a result, the YTM of a coupon bond is not a good measure of the pure price of time and not the most appropriate yield measure in the term structure analysis.

In comparison, zero-coupon securities eliminate the exposure to reinvestment risks because there is no cash flow before maturity to be reinvested. The yields on the zero-coupon securities, called the spot rate, are therefore not affected by the coupon effect since there are no coupon payments. Also, unlike the yield to maturity, securities having the same maturity have theoretically the same spot rates, which provide the pure price of time. As a result, it is preferable to work with zero-coupon yield curves (ZCYC) rather than YTM when analyzing the yield curve.

Various methods exist for estimating zero-coupon yield curves. The most adopted methods are by Nelson-Siegel (1987) method or the extended versions of the same, as suggested by Svensson (1992) and Rezende-Ferreira (2011). We are going to illustrate the application of these models in deriving the zero-coupon yield curve for the Nairobi Securities Exchange (NSE).

**Objective Functions**

The objectives of this paper are:

1. To estimate the parameters in a manner that minimizes the error between the observed price and the price calculated from the model.
2. To compare the performance of the three parametric models on the basis of accuracy and smoothness, and choose which is the best for the Kenyan market.
3. To pick best parametric model of the three and investigate how it fits the observed market prices. Please note that this yield curve will be used to generate spot interest rates so that Kenyan bonds and Coffee Futures can be priced as accurately as possible.
4. Apply the generated spot rates in a simple investment banking scenario.
Many estimation methods for yield curves have appeared in literature over the years. Generally speaking, there are two distinct approaches to estimate the term structure of interest rates: the equilibrium model and the statistical techniques.

The first approach is formalized by defining state variables characterizing the state of the economy (relevant to the determination of the term structure) which are driven random processes and are related in some way to the prices of the bonds. It then uses no-arbitrage arguments to infer the dynamics of the term structure. Examples of this approach include Cox et al (1985), Vasicek (1977), Dothan (1978), Brennan & Schwartz (1979) and Duffie & Kan (1996).

Unfortunately, in terms of the expedient assumptions about the nature of the random process driving the interest rates, the yield derived by those models have a specific functional form dependent only on a few parameters, and usually the observed yield curves exhibit more varied shapes than those justified by the equilibrium models.

In contrast to the equilibrium models, statistical techniques focusing on obtaining a continuing yield curve from cross-sectional coupon bond data based on curve fitting techniques are able to describe a richer variety of yield patterns in reality. The resulting term structure estimated from the statistical techniques can be directly put into the interest rate models such as the Heath (1992), and Hull (1990) models, for pricing interest rate contingent claims. Since a coupon bond can be considered as a portfolio of discount bonds with maturities dates consistent with the coupon dates, the discount bond prices can thus be extracted from the actual coupon bond prices by statistical techniques. These techniques can be broadly divided into two categories: the splines and the parsimonious function forms; see Alper (2004). In this paper, we will concentrate on the latter.

Parsimonious models specify a parsimonious parameterizations of the discount function, spot rate or the implied forward rate. Moving from the cubic splines, Chambers (1984) introduced the parsimonious function forms by considering an exponential polynomial to model the discount function. Nelson & Siegel (1987) followed shortly thereafter by choosing an exponential function with four unknown parameters to model the forward rate of U.S Treasury bills. By considering the three components that make up this function, Nelson & Siegel (1987) illustrated that it can be used to generate a variety of shapes for the forward rate curves and analytically solve for the spot rate. Moreover, the advantage of the classical Nelson-Siegel model is that the three parameters may be interpreted as latent level, slope and curvatures

\[ R(t) = \frac{-\ln P(t)}{t} \]

---

1 Once the discount function, \( P(t) \), is defined, the spot interest rate (the pure discount bond yield) can be computed by: \[ R(t) = \frac{-\ln P(t)}{t} \]
factors. Diel et al (2005), Diebold (2006), Modena (2008) and Tam & Yu (2008) employed the Nelson-Siegel interpolant to examine bond pricing with a dynamic latent factor approach and concluded that it was satisfactory.

Svensson (1992) increased the flexibility of the original Nelson and Siegel model by adding two extra parameters (Svensson (1992) model) which allowed for a second “hump” in the forward rate curve. Later, Bliss (1996) introduced the Extended Nelson-Siegel method, which introduced a new appropriating function with five parameters by extending the model developed by Nelson & Siegel (1987). Bliss suggested that a six-parameter model can produce better results for fitting the term structure with longer maturities.

The Nelson-Siegel model class has linear and non-linear parameters depending on the values assumed fixed. Due to this, these models have multiple local minima making model estimation difficult. Previous studies have widely discussed the estimation of Nelson-Siegel model class and they are: Bolder (1999), Maria (2009), Gilli (2010), Rezende (2011), Rosadi (2011), among others.

This paper aims to estimate the Kenyan government bonds (KGBs) term structure of interest rates based on the parsimonious functions specifications, i.e. the four parameters Nelson-Siegel model, the five parameters Svensson (1992) model and the six parameters Rezende Fereirra (2011) model, known as Nelson-Siegel-Svensson model. The reason we chose the Nelson-Siegel family is that these models have substantial flexibility required to match the changing shape of the yield curve, yet they only use a few parameters. As noted by Diebold (2006), they can be used to predict the future level, slope, and curvature factors for bond portfolio investments purposes.

Previous literature indicate that although there are a lot of curve fitting models that have been successfully applied to developed bond markets, comparatively little attention has been paid to emerging markets\(^2\); Alper (2004). To bridge this gap, a study by Subramanian (2001) discussed the concept of weighted parameter optimization for the emerging and developing markets. In an illiquid market like India where only about a handful of liquid securities get traded in a day, (which is very similar to Kenyan market), illiquid bonds must also be included in the estimation procedure. Hence the estimation methods must incorporate the effect of liquidity premiums on illiquid bonds\(^3\).

Kenyan bonds and T-bill market has a noticeably smaller trading volume and is not liquid. To finance

---

\(^2\) The developed bond markets are generally well established and comprised of relatively liquid securities with short and long maturities. However, in the developing economies with sparse bond market price data, a substantial portion of the secondary market trading is contracted in a handful of bonds that the market perceives liquid, thus it is not meaningful to estimate the term structure based on a small number of liquid securities. Subramanian (2001) was the pioneer in positing a model for the yield curve estimation based on a liquidity–weighted objective functions to ensure that liquid bonds in the market are priced with smaller errors than the illiquid bonds.

\(^3\) We attempt to estimate the parameters by minimizing the mean absolute deviation between the observed and calculated prices. The weights have been assigned according to the liquidity of individual securities.
national developments projects, the government issues bonds to investors; this market has traded more and more volume of these securities in both the primary and secondary markets as the years progress. In 2005, the trading volume of bonds in the secondary market was Kshs. 246.57 billions, as compared to Kshs. 4.172 trillion in 2012, showing that the Kenyan bond market has truly expanded. Figure 1 shows the movement of the value of Treasury bonds traded.

![The value of bonds traded in Kenya](image)

**Figure 1:** Movement of bond’s value (in billions Kshs) traded from 2005 - 2012

Prior to 2000, only treasury bills were available at primary market and virtually no bond market existed. The issuance of securities was not auction based and there was no market development initiatives. From 2001, the composition of debt portfolio changed to 76:24 the ratio indicating Treasury bills to bonds. The average maturity of debt was at 8 months. Then bonds were introduced with the key objective of lengthening maturity of securities and minimizing refinancing risk. Auction based issuance was adopted to promote price discovery and development of a yield curve. In addition to this, the Market Leaders Forum (MLF) was formed so as to support development of the bond market in Kenya.

This led to increased trading in bonds after 2013, the composition of debt portfolio reversed to 26:74, T-bills to bonds. Average maturity of all securities moved to about 7 years while bonds maturity alone was 5 years. The longest bond in the market is 30-year, issued in 2011. A 20-year was first issued in 2008, which was followed by a 25-year in 2010. Multi price auction method was introduced which increased bond market activity, thus providing initial pricing for trading.

According to 2013 CBK report, the CBK plans to start what it dubs as ‘Benchmark Bonds Programme’. One of the objectives of the programme is to eliminate bond fragmentation at the secondary market and development of a firm reliable yield curve. This paper aims to be one of the tools the CBK will use in meeting this objective, by suggesting the best parametric model that should be used in pricing of the Kenyan bonds.
Empirical Methodology

4.1 Model Selection

The basis for judging model performance is linked to the expectations from the model. Our expectation is that the model will be robust in producing stable spot interest rate curves which are efficient and smooth.

The yield curve can be modelled based on the interest rate function, which could be the forward rate, discount factor, or zero coupon rates. Given the lack of interest rate derivative markets in Kenya from which forward rates can be obtained, the general equilibrium models of Vasicek (1977), Cox et al (1985) and Brennan (1979) are difficult to implement. Hence we do not consider this class of models in constructing the yield curve. Using the discount factor and/or the zero coupon rates, various models can be used to construct a yield curve, example the Nelson and Siegel family of models.

4.1.1 The Nelson-Siegel Class of Models

This section will discuss Nelson-Siegel model and its development. Those models are used to describe the yield curve. Nelson-Siegel model (NS) was first developed by Charles Nelson and Andrew Siegel from the University of Washington in 1987. This modelling is based on various terms to maturity that describe yield curve, such as flat, hump, and S- shapes; Nelson & Siegel (1987). This model is formulated as:

\[ f_m(m; B, \tau) = \beta_0 + \beta_1 \exp(-\frac{m}{\tau_1}) + \beta_2 \frac{m}{\tau_1} \exp\left(\frac{m}{\tau_1}\right) \]  

(1)

Where \( f_m \) is the forward rate of government bond in \( i \), where \( i = 1, \ldots, n \); \( n \) is number of bonds, \( m \) is time to maturity. \( \tau = (\tau_1, \tau_2)^T \) is also a parameter of maturity, but reflects the times at which the humps appear in the curve.

\( \beta \) is a linear parameter vector. i.e. \( \beta = (\beta_0, \beta_1, \beta_2, \beta_3)^T \)

\( \beta_0 \) is a constant value of forward rate function, it is always constant if maturity period is close to zero, \( \beta_1 \) determines the initial value of the curve (short term) in various terms of abbreviations, the curve will be negatively skewed if parameter is positive and vice versa. \( \beta_2 \) determines magnitude and direction of the hump curve; if \( \beta_2 \) is positive then hump will occur \( \tau_1 \), if \( \beta_2 \) is negative then U shape will occur on \( \tau_1 \), and \( \beta_3 \) determines magnitude an direction of the second hump, \( \tau_1 \) is first hump special position or shape of U curve, \( \tau_2 \) is second hump position or shape of the U curve. The model that has two humps is the one introduced by Svensson (1992), (SV Model) which is of the following form:

\[ f_i(M; B, \tau) = \beta_0 + \beta_1 \exp\left(\frac{-m}{\tau_1}\right) + \beta_2 \left[\frac{m}{\tau_1} \exp\left(\frac{-m}{\tau_1}\right)\right] + \beta_3 \left[\frac{m}{\tau_2} \exp\left(\frac{-m}{\tau_2}\right)\right] \]  

(2)
The parameters withhold the previous definition indicated above. Rezende (2011) added a third hump to the SV model to obtain six-factor model (model RF) as follows:

$$f_i(M; \bar{\beta}, \bar{\tau}) = \beta_0 \exp\left(-\frac{m}{\tau_1}\right) + \beta_1 \exp\left(-\frac{m}{\tau_2}\right) + \beta_2 \exp\left(-\frac{m}{\tau_3}\right)$$

(3)

Where $f_i(T; \bar{\beta}, \bar{\tau})$ is the forward rate function, $m$ is the time to maturity, $(\beta_0, \beta_1, \beta_2, \beta_3, \beta_4, \tau_1, \tau_2, \tau_3)^T$, and $i = 1, \ldots, n$

### 4.1.2 The Nelson-Siegel (1987) Model

The Nelson-Siegel model sets the instantaneous forward rate at maturity $m$ given by the solution to a second order differential equation with unequal roots as follows:

$$f(m) = \beta_0 + \beta_1 \exp\left(-\frac{m}{\tau_1}\right) + \beta_2 \frac{m}{\tau_1} \exp\left(-\frac{m}{\tau_2}\right)$$

(4)

Where $m > 0$. The model consists of four parameters: $\beta_0, \beta_1, \beta_2, \beta_3$ and $\tau_1, m$ is the time to maturity of a given bond. Equation (4) consists of three parts: A constant, an exponential decay functional and Laguerre function. $\beta_0$ is independent of $m$ and as much, $\beta_0$ is often interpreted as the level of long term interest rates. The exponential decay function approaches zero as $m$ tends to infinity and $\beta_1$ as $m$ tends to zero. The effect of $\beta_1$ is thus only felt at the short end of the curve. The Laguerre function on the other hand approaches zero as $m$ tends to infinity, and as $m$ tends to zero. The effect of $\beta_2$ is thus only felt in the middle section of the curve, which implies that $\beta_2$ adds a hump to the yield curve. The spot rate functions under the model of Nelson and Siegel (1987) is as follows:

$$r(m) = \beta_0 + \beta_1 \left(1 - \exp\left(-\frac{m}{\tau_1}\right)\right) + \beta_2 \left(1 - \exp\left(-\frac{m}{\tau_2}\right)\right) - \beta_2 \exp\left(-\frac{m}{\tau_2}\right)$$

$$r(m) = \beta_0 + \beta_1 \left(1 - \exp\left(-\frac{m}{\tau_1}\right)\right) + \beta_2 \left(1 - \exp\left(-\frac{m}{\tau_2}\right)\right)$$

(5)

From equations (4) and (5) it follows that both the spot and forward rate function reduce to $\beta_0 + \beta_1$ as $m \to 0$. Furthermore, we have $\lim_{m \to \infty} r(m) = \lim_{m \to \infty} f(m) = \beta_0$. Thus, in the absence of arbitrage, we must have that $\beta_0 > 0$ and $\beta_0 + \beta_1 > 0$

Suppose we observe $n$ zero coupon bonds, expiring at times $m_1, m_2, \ldots, m_n$. Let $p_1, p_2, \ldots, p_n$ denote the prices of these bonds. Note that $p_i$ will imply the spot rate of interest corresponding to time $m_i$ for $i = 1, 2, \ldots, n$. Let $r_1, r_2, \ldots, r_n$ denote these spot rates. If we assume that the values of $\tau_s$ are known, then the Nelson and Siegel (1987) model reduces to a linear model, which can be solved using linear regression.

Define:

$$X = \begin{pmatrix}
1 & \tau_1 & (1 - e^{-m_1/\tau_1}) \\
1 & \tau_2 & (1 - e^{-m_2/\tau_2}) \\
\vdots & \vdots & \vdots \\
1 & \tau_n & (1 - e^{-m_n/\tau_n})
\end{pmatrix}$$

$$Y = \begin{pmatrix}
1 \\
\beta_0 \\
\beta_1 \\
\beta_2 \\
\beta_3 \\
\beta_4 \\
\beta_5 \\
\beta_6 \\
\beta_7 \\
\beta_8 \\
\beta_9 \\
\beta_{10}
\end{pmatrix}$$

We would like to obtain a vector $B$ satisfying $XB = Y + \epsilon$. By using ordinary least squares (OLS) estimation, we can solve $B$ as follows:

$$B = (X'X)^{-1}X'Y$$

Nelson and Siegel (1987) suggested the following procedure for calibrating their model:

1. Identify a set of possible values for $\tau_s$
2. For each of these $\tau_s$ estimate $B$
3. For each of these $\tau_s$ and their corresponding $B$’s, estimate

$$R^2 = 1 - \frac{\sum_{i=1}^{n}(r_i - \hat{r}_i)^2}{\sum_{i=1}^{n}(r_i - \bar{r})^2}$$

4. The optimal $\lambda$ and $\beta$ are those associated with the highest value of $R^2$. The above method of calibration is known as the grid-search method. Alternatively, non-linear optimization techniques can be used to solve all four parameters simultaneously. However, such networks are very sensitive to starting values, implying a high probability of obtaining local optima. The estimated parameters obtained by using the grid search method behave erratically over time, and have large variances. The problems resulting from multi-linearity depend on the time to maturity of the securities used to calibrate the model. Diebold (2006), attempted to address the multi-linearity problem by fixing the value of $\tau_s$ over time, which in some instances might not produce accurate results.

Due to the local-minima problem which makes model estimation difficult in the Nelson-Siegel model and the inadequacy of the calibration methods used so far, we propose NLS estimation with L-BFGS-B method optimization approach. This optimization method is an extension of the limited memory BFGS method (LM-BFGS or L-BFGS) which uses simple boundaries model, according to Zhu (1994).

Using L-BGFS-B algorithm, we can estimate the above five parameters: $\phi \equiv \{\beta_0, \beta_1, \beta_2, \tau_1, \tau_2\}$, embedded in the Nelson–Siegel (1987) model, and hence calculate the price of the bond using the following nonlinear constrained optimization estimation procedure based the Gauss-Newton numerical method:

$$P_i = \sum_{m=1}^{T} \left[ 1 + \beta_0 + \beta_1 \left( \frac{m}{\tau_1} \right) \left[ 1 - \exp \left( \frac{m}{\tau_1} \right) \left[ 1 - \exp \left( \frac{m}{\tau_2} \right) \left[ 1 - \exp \left( \frac{m}{\tau_2} + 1 \right) \right] \left[ \frac{m}{\tau_1} + 1 \right] \right] \right] \right] + \epsilon_i$$

where $P_i$ is the price of bond $i$.
4.1.3 The Svensson (1992) Model

To increase the flexibility and improve the fitting performance, Svensson (1992) extends Nelson and Siegel’s (1987) instantaneous forward rate function by adding a fourth term, a second hump (or trough) \( \beta_3 \frac{m}{\tau_2} e^{-\frac{m}{\tau_2}} \), with two additional parameters \( \beta_3 \) and \( \tau_2 \). The forward rate function is then set as:

\[
 f(m) = \beta_0 + \beta_1 e^{-\frac{m}{\tau_1}} + \beta_2 \left( \frac{m}{\tau_2} \right) e^{-\frac{m}{\tau_2}} + \beta_3 \left( \frac{m}{\tau_2} \right) e^{-\frac{m}{\tau_2}} 
\]  

(10)

Where the unknown parameters \( \beta_0, \beta_1, \beta_2 \) and \( \tau_2 \) have the same economic interpretation as the Nelson Siegel model and the two additional parameters \( \beta_3 \) and \( \tau_2 \) denote the same meaning as \( \beta_2 \) and \( \tau_1 \). The spot rate, derived by integrating the forward rate, is given by:

\[
 R(m) = \beta_0 + \beta_1 \left( \frac{\tau_1}{m} \right) \left[ 1 - e^{-\frac{m}{\tau_1}} \right] + \beta_2 \left( \frac{\tau_1}{m} \right) \left[ 1 - e^{-\frac{m}{\tau_1}} \left( \frac{m}{\tau_1} + 1 \right) \right] + \\
 \beta_3 \left( \frac{\tau_2}{m} \right) \left[ 1 - e^{-\frac{m}{\tau_2}} \left( \frac{m}{\tau_2} + 1 \right) \right] 
\]  

(11)

Similarly, using L-BGFS-B algorithm, we can estimate the parameters and calculate the price using the following equation:

\[
 P_i = \sum_{m=1}^{CF_{im}} \left[ 1 + \beta_0 + \beta_1 \left( \frac{\tau_1}{m} \right) \left[ 1 - e^{-\frac{m}{\tau_1}} \right] + \beta_2 \left( \frac{\tau_1}{m} \right) \left[ 1 - e^{-\frac{m}{\tau_1}} \left( \frac{m}{\tau_1} + 1 \right) \right] + \beta_3 \left( \frac{\tau_2}{m} \right) \left[ 1 - e^{-\frac{m}{\tau_2}} \left( \frac{m}{\tau_2} + 1 \right) \right] + \beta_4 \left( \frac{\tau_3}{m} \right) \left[ 1 - e^{-\frac{m}{\tau_3}} \left( \frac{m}{\tau_3} + 1 \right) \right] \right] + \varepsilon_i 
\]  

(12)

4.1.4 The Rezende-Ferreira (2011)Model

Rezende Ferreira (2011) decided to increase the accuracy of the Svensson (1992) by adding a fifth term, a third hump (or trough) \( \beta_4 \frac{m}{\tau_3} e^{-\frac{m}{\tau_3}} \), with two additional parameters \( \beta_4 \) and \( \tau_3 \). The forward rate function is then set as:

\[
 f(m) = \beta_0 + \beta_1 \left( \frac{\tau_1}{m} \right) e^{-\frac{m}{\tau_1}} + \beta_2 \left( \frac{\tau_1}{m} \right) e^{-\frac{m}{\tau_1}} + \beta_3 \left( \frac{\tau_2}{m} \right) e^{-\frac{m}{\tau_2}} + \beta_4 \left( \frac{\tau_3}{m} \right) e^{-\frac{m}{\tau_3}} 
\]  

(13)

Where the unknown parameters \( \beta_0, \beta_1, \beta_2 \) and \( \tau_2 \) have the same economic interpretation as the Nelson Siegel model and the two additional parameters \( \beta_3 \) and \( \tau_2 \) denote the same meaning as \( \beta_2 \) and \( \tau_1 \). The spot rate, derived by integrating the forward rate, is given by:

\[
 R(m) = \beta_0 + \beta_1 \left( \frac{\tau_1}{m} \right) \left[ 1 - e^{-\frac{m}{\tau_1}} \right] + \beta_2 \left( \frac{\tau_1}{m} \right) \left[ 1 - e^{-\frac{m}{\tau_1}} \left( \frac{m}{\tau_1} + 1 \right) \right] + \\
 \beta_3 \left( \frac{\tau_2}{m} \right) \left[ 1 - e^{-\frac{m}{\tau_2}} \left( \frac{m}{\tau_2} + 1 \right) \right] + \beta_4 \left( \frac{\tau_3}{m} \right) \left[ 1 - e^{-\frac{m}{\tau_3}} \left( \frac{m}{\tau_3} + 1 \right) \right] 
\]  

(14)

Similarly, using L-BGFS-B algorithm, we can estimate the parameters and calculate the price using the following equation:
\[ P_t = \sum_{m=1}^{T} \left[ \frac{CF_{im}}{1 + \beta_0 + \beta_1 \frac{t_1}{m} + \frac{1}{1 - \exp \left( -\frac{m}{t_1} \right)}} + \beta_2 \frac{t_2}{m} + \frac{1}{1 - \exp \left( -\frac{m}{t_2} + 1 \right)} + \beta_3 \frac{t_3}{m} + \frac{1}{1 - \exp \left( -\frac{m}{t_3} + 1 \right)} \right] + \varepsilon_i \]  

(15)

4.2 Liquidity-Weighted Function

In yield curve construction, errors are caused by two reasons: (a) curve fitting mistakes and (b) presence of liquidity premium. The errors due to curve fitting arise from the calculations and can be avoided. But the error due to the presence of liquidity premium is reflective of market conditions and one cannot ignore them. Since the reliability of the term structure estimation heavily depends on the precision of the market prices according to Subramanian (2001), liquid and illiquid securities are a heterogeneous class and including them both in the term structure estimation process poses problems. Illiquid bonds are traded at a premium to compensate for their undesirable attribute in terms of a low price. Assigning equal weights to both types of errors will give undue weight to the kind of error that creeps in due to curve fitting.

Subramanian (2001) suggests a liquidity weighted objective function, which hypothesizes that a weighted error function (with weights based on liquidity) would lead to better estimation that equal weights to the squared errors of all securities. We therefore model the liquidity using a function with two factors: the volume of trade in a security and the number of trades in that security.

The weight of the \( i^{th} \) security \( W_i \) is given by:

\[ W_i = \frac{\left[ 1 - e^{-\frac{n_i}{v_{max}}} \right] + \left[ 1 - e^{-\frac{n_i}{n_{max}}} \right]}{\sum W_i} = \left[ 1 - e^{-\frac{n_i}{v_{max}}} \right] + \left[ 1 - e^{-\frac{n_i}{n_{max}}} \right] \]  

(16)

\[ W_i = \frac{\tanh\left( -\frac{n_i}{v_{max}} \right) + \tanh\left( -\frac{n_i}{n_{max}} \right)}{\sum W_i} = \tanh\left( -\frac{n_i}{v_{max}} \right) + \tanh\left( -\frac{n_i}{n_{max}} \right) \]  

(17)

Where \( n_i \) and \( v_i \) are the number of trades and the number of trades in the \( i^{th} \) security respectively, while \( v_{max} \) and \( n_{max} \) are the maximum number of trades among all the securities traded for the day respectively.

As given in the equations (16) and (17) above, it ensures that the weights of the relative liquid securities would not be significantly different from each other. For the illiquid securities, however the weights would fall quickly as liquidity decreased.

The final error-minimizing function, which should equal to zero, is given by:

\[ \text{Min} \sum_{i=1}^{n} w_i (P_i - B_i)^2 = \text{Min} \sum_{i=1}^{n} w_i \varepsilon_i^2 = 0 \]  

(18)
4.3 Liquidity-Weighted Function

In academic literature, there are two distinct approaches used to indicate the term structure fitting performance. One is the flexibility of the curve (accuracy), and the other focuses on smoothness of the yield curve. Although there are numerical methods proposed to estimate the term structure, any method developed has to grapple with deciding the extent of the above trade-off. Hence it becomes a crucial issue to investigate how to reach a compromise between the flexibility and smoothness.

Three simple summary statistics which can be calculated for the flexibility of the estimated yield curve are the coefficient of determination, root mean squared percentage error, and root mean squared error. These are calculated as:

4.3.1 The Coefficient of Determination ($R^2$)

\[
R^2 = 1 - \frac{\sum_{i=1}^{n}(P_i - \hat{B}_i)^2/(n-k)}{\sum_{i=1}^{n}(P_i - \bar{P})^2/(n-1)}
\]  

(19)

where $\bar{P}$ is the mean average price of all observed bonds, $\hat{B}_i$ is the model price of a bond $i$, $n$ the number of bonds traded and $k$ is the number of parameters needed to be estimated.

Roughly speaking, with the same analysis in regression, we associate a high value of $R^2$ with a good fit of the term structure and associate a low $R^2$ with a poor fit.

4.3.2 Root Mean Squared Error (RMSE)

Denoted as the RMSE, a low value for this measure is assumed to indicate that the model is flexible, on average, and is able to fit the yield curve.

\[
RMSE = \sqrt{\frac{1}{n} \sum_{i=1}^{n} (P_i - \hat{B}_i)^2}
\]

(20)

4.3.3 Root Mean Squared Percentage Error (RMSPE)

Denoted as the RMSPE, a low value for this measure is also assumed to indicate that the model is flexible, on average, and is able to fit the yield curve.

\[
RMSPE = \sqrt{\frac{1}{n} \sum_{i=1}^{n} \left( \frac{P_i - \hat{B}_i}{P_i} \right)^2} \times 100\%
\]

(21)

4.3.4 Testing for Smoothness

To test the smoothness of the estimated yield curve, we use a modified statistic suggested by Adams and Deventer (1994) to reach the maximum smoothness for forward rate curve, and denote the smoothness ($Z$) for the estimated yield curve as:

\[
Z = \sum_{t=1.5}^{n} \left( \left[ f(t) - f(t - \frac{1}{2}) \right] - \left[ f \left( t - \frac{1}{2} \right) - f(t - 1) \right] \right)^2 \times \frac{1}{2} = 0
\]

(22)
Ideally, the value should equal to zero. The model with the least $Z$ value is deemed to be the best.

**Empirical Results**

5.1 Data

In Kenya, nearly all bond transactions take place on the OTC market. The data used in this study was supplied by the Central Bank of Kenya. The sample period contains 417 weekly data from January 2005 to December 2012. Weekly prices (every Friday) for 108 Kenyan Government Bonds (KGBs) with original maturity dates ranged from 2 to 30 years are obtained.

Our expectation is that the model will be robust in producing stable spot interest rate curves which are efficient and smooth.

5.2 Parameter Estimation

5.2.1 Nelson-Siegel (1987) Model

Table 1 lists the summary statistics of estimated parameters for the Nelson-Siegel (1987) model. It is seen that all estimated values for $\hat{\beta}_1$ and $\hat{\beta}_2$ are negative, which indicates that the yield curves generated by this model are all positively and upward sloping without a visible hump.

<table>
<thead>
<tr>
<th>Year</th>
<th>$\hat{\beta}_0$</th>
<th>$\hat{\beta}_1$</th>
<th>$\hat{\beta}_2$</th>
<th>$\tau_1$</th>
</tr>
</thead>
<tbody>
<tr>
<td>2005</td>
<td>0.0587</td>
<td>-0.0115</td>
<td>-0.0040</td>
<td>4.6089</td>
</tr>
<tr>
<td>2006</td>
<td>0.0463</td>
<td>-0.0090</td>
<td>-0.0127</td>
<td>3.2148</td>
</tr>
<tr>
<td>2007</td>
<td>0.0454</td>
<td>-0.0133</td>
<td>-0.0388</td>
<td>1.8327</td>
</tr>
<tr>
<td>2008</td>
<td>0.0356</td>
<td>-0.0183</td>
<td>-0.0425</td>
<td>2.1674</td>
</tr>
<tr>
<td>2009</td>
<td>0.0358</td>
<td>-0.0164</td>
<td>-0.0493</td>
<td>1.0232</td>
</tr>
<tr>
<td>2010</td>
<td>0.0225</td>
<td>-0.0085</td>
<td>-0.0819</td>
<td>0.6237</td>
</tr>
<tr>
<td>2011</td>
<td>0.0225</td>
<td>-0.0085</td>
<td>-0.0819</td>
<td>0.6237</td>
</tr>
<tr>
<td>2012</td>
<td>0.0241</td>
<td>-0.091</td>
<td>-0.0213</td>
<td>1.0595</td>
</tr>
</tbody>
</table>

5.2.2 Svensson (1992) model

Table 2 reports the summary statistics of estimated parameters for the Svensson (1992) model. We find that, in the particular years 2007, 2010, 2011 and 2012, the estimated $\hat{\beta}_1$ is negative while the
estimated $\hat{\beta}_2$ is positive, showing the yield curves would have a positively upward sloping combined with a slightly humped shape.

Table 2: Results for estimated parameters for Svensson (1992) Model

<table>
<thead>
<tr>
<th>Year</th>
<th>$\hat{\beta}_0$</th>
<th>$\hat{\beta}_1$</th>
<th>$\hat{\beta}_2$</th>
<th>$\hat{\tau}_1$</th>
<th>$\hat{\tau}_2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>2005</td>
<td>0.0590</td>
<td>-0.0138</td>
<td>-0.0010</td>
<td>2.1459</td>
<td>3.3983</td>
</tr>
<tr>
<td>2006</td>
<td>0.0473</td>
<td>-0.0121</td>
<td>-0.0068</td>
<td>2.5956</td>
<td>3.8261</td>
</tr>
<tr>
<td>2007</td>
<td>0.0425</td>
<td>-0.0182</td>
<td>0.0020</td>
<td>3.3964</td>
<td>5.4206</td>
</tr>
<tr>
<td>2008</td>
<td>0.0370</td>
<td>-0.0189</td>
<td>-0.0333</td>
<td>2.5649</td>
<td>8.1488</td>
</tr>
<tr>
<td>2009</td>
<td>0.0354</td>
<td>-0.0181</td>
<td>-0.0309</td>
<td>2.8238</td>
<td>7.6419</td>
</tr>
<tr>
<td>2010</td>
<td>0.0248</td>
<td>-0.0129</td>
<td>0.0025</td>
<td>8.0086</td>
<td>15.4666</td>
</tr>
<tr>
<td>2011</td>
<td>0.0248</td>
<td>-0.0129</td>
<td>0.0025</td>
<td>8.0086</td>
<td>15.4666</td>
</tr>
<tr>
<td>2012</td>
<td>0.0250</td>
<td>-0.0114</td>
<td>0.0072</td>
<td>3.3570</td>
<td>4.1933</td>
</tr>
</tbody>
</table>

5.2.3 Rezende-Ferreira (2011) Model

Table 3 lists the summary statistics of estimated parameters for the Rezende-Ferreira (2011) Model. From the years 2005, 2007 and 2008 the estimated $\hat{\beta}_1$ is negative while estimated $\hat{\beta}_2$ is positive, showing the yield curves have a positively upward sloping combined with a slightly humped shape. And both the estimated parameters $\hat{\beta}_1$ and $\hat{\beta}_2$ are both negative in the years 2006, 2009 to 2012 showing that the yield curves are positively upward sloping.

Table 3: Results for estimated parameters for Rezende-Ferreira (2011) Model

<table>
<thead>
<tr>
<th>Year</th>
<th>$\hat{\beta}_0$</th>
<th>$\hat{\beta}_1$</th>
<th>$\hat{\beta}_2$</th>
<th>$\hat{\beta}_3$</th>
<th>$\hat{\tau}_1$</th>
<th>$\hat{\tau}_2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>2005</td>
<td>0.0588</td>
<td>-0.0125</td>
<td>0.0316</td>
<td>-0.0365</td>
<td>2.4513</td>
<td>2.3036</td>
</tr>
<tr>
<td>2006</td>
<td>0.0477</td>
<td>-0.0152</td>
<td>-0.0034</td>
<td>0.0010</td>
<td>3.4306</td>
<td>3.4287</td>
</tr>
<tr>
<td>2007</td>
<td>0.0400</td>
<td>-0.0284</td>
<td>0.0701</td>
<td>-0.0410</td>
<td>3.8971</td>
<td>3.6562</td>
</tr>
<tr>
<td>2008</td>
<td>0.0355</td>
<td>-0.0293</td>
<td>0.0070</td>
<td>-0.0189</td>
<td>2.3245</td>
<td>2.1520</td>
</tr>
<tr>
<td>2009</td>
<td>0.0359</td>
<td>-0.0308</td>
<td>-0.0068</td>
<td>0.0115</td>
<td>3.2297</td>
<td>2.9008</td>
</tr>
<tr>
<td>2010</td>
<td>0.0232</td>
<td>-0.0022</td>
<td>-0.0074</td>
<td>-0.0110</td>
<td>1.1180</td>
<td>1.1183</td>
</tr>
<tr>
<td>2011</td>
<td>0.0232</td>
<td>-0.0022</td>
<td>-0.0074</td>
<td>-0.0110</td>
<td>1.1180</td>
<td>1.1183</td>
</tr>
<tr>
<td>2012</td>
<td>0.0279</td>
<td>-0.0061</td>
<td>-0.0074</td>
<td>-0.0055</td>
<td>3.7633</td>
<td>3.7498</td>
</tr>
</tbody>
</table>
5.3 Comparison of Fitting Performance in Terms of Accuracy

A direct comparison of the three models in Table 4 appears to favor the Rezende-Ferreira (2011) yield curve. The Nelson-Siegel (1987) however shows the worst fitting performance among the models. Hence, we conclude that in the illiquid bond market, based on a family of Nelson-Siegel yield curve models, it does help to improve the flexibility of the yield curve if we add extra parameters in the parsimonious yield curve model.

Table 4: Summary statistics for fitting performance in terms of accuracy

<table>
<thead>
<tr>
<th></th>
<th>RMSPE</th>
<th>RMSE</th>
<th>$R^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Nelson-Siegel</td>
<td>Svensson</td>
<td>Rezende-Ferreira</td>
</tr>
<tr>
<td>mean</td>
<td>0.0144</td>
<td>0.0131</td>
<td>0.0122</td>
</tr>
<tr>
<td>Std.dev</td>
<td>0.0066</td>
<td>0.0061</td>
<td>0.0051</td>
</tr>
<tr>
<td>Max</td>
<td>0.0413</td>
<td>0.0385</td>
<td>0.0281</td>
</tr>
<tr>
<td>Min</td>
<td>0.0050</td>
<td>0.0048</td>
<td>0.0041</td>
</tr>
</tbody>
</table>

5.4 Comparison for Fitting Performance in Terms of Smoothness

In the academic literature, it has been observed that when comparing alternative methods of term structure fitting models, there is usually a trade-off between flexibility and smoothness. In Table 4, the Rezende-Ferreira (2011) seems to have the best fit in flexibility for fitting the term structure of KGB market. However, as shown in table 5 below, the Nelson-Siegel (1987) Model is superior to its counterparts, the Svensson (1992) Model and the Rezende-Ferreira (2011) Model, which shows that the Nelson-Siegel (1987) results to a relatively smoother yield curve, compared to the other two models.

Table 5: Summary Statistics for fitting performance in terms of smoothness

<table>
<thead>
<tr>
<th></th>
<th>With liquidity constraint</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$R^2$</td>
</tr>
<tr>
<td>Nelson-Siegel (1987)</td>
<td>0.9654</td>
</tr>
<tr>
<td>Svensson (1992)</td>
<td>0.9693</td>
</tr>
<tr>
<td>Rezende-Ferreira (2011)</td>
<td>0.9738</td>
</tr>
</tbody>
</table>

The possible explanation for the observed results in smoothness test is the over-parametization in Svensson (1992) and Rezende-Ferreira (2011) models.
5.5 Conclusion and Discussion of Results

After investigating the three parametric models of Nelson-Siegel Class, we decided to use on the Nelson-Siegel (1987) Model. This is because it gave the best performance in terms of smoothness of the forward curve, which is very importance since it points towards the differentiability of the curve which results to attainability of spot curves. Another reason we settled on this parametric model is that according to Bank of International Settlements (2005), which is a technical reports on how central banks around the world calculate the ZCYC, it reports that central banks around the world do not typically require yield curve models that price back all the inputs exactly, when determining monetary policy. A curve does not have to have 100% accuracy; 95% and above is deemed as adequate. We see that Nelson-Siegel (1987) Model has 96.54% accuracy level, which is above the required 95%.

In addition to the tests indicated above, we decided to use two additional test tools to check the adequacy of the Nelson-Siegel (1987) Model. These tools are: a) the monotonicity of the discount factors curve and b) the comparison between the observed bonds’ dirty prices and the model’s dirty prices. The following were the results achieved:

![Figure 2: NS discount graph: showing that the discount function is a decreasing function of time](image)
We see that the Nelson-Siegel (1987) Model produces a monotonic discount curve; i.e. it produces a decreasing discount curve which points towards the monotonicity of the curve. On the other hand, we see that the fitted price almost perfectly match the observed market prices, again indicating the adequacy of the Nelson-Siegel (1987) Model.

We therefore conclude that the Nelson-Siegel (1987) Model is the best parametric model for the Nairobi Securities Exchange, and in extension, the East African Securities Markets.
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Appendix I: The L-BFGS-B Algorithm

A.1.1. Introduction

The problem addressed is to find a local minimizer of the non-smooth minimization problem.

\[
\min_{x \in \mathbb{R}^n} f(x)
\]

s.t. \( l_i \leq x_i \leq u_i \)

\( i = 1, \ldots, n. \)

Where \( f: \mathbb{R}^n \to \mathbb{R} \) is continuous but not differentiable anywhere and \( n \) is large. \( l_i \) and \( u_i \) are respectively an upper limit and; lower limit parameters. \( f(x) \) is NLS (Non Linear Schrödinger) function of residual functions of Nelson-Siegel model class and \( x \) is a parameter of the Nelson-Siegel model class.

The L-BFGS-B algorithm by Richard (1995) is a standard method for solving large instances of \( \min_{x \in \mathbb{R}^n} f(x) \) when \( f \) is a smooth function, typically twice differentiable.

The name BFGS stands for Broyden, Fletcher, and Goldfarb and Shanno, the originators of the BFGS quasi-Newton algorithm for unconstrained optimization discovered and published independently by them in 1970 [Broyden (1970), Fletcher (1970), Goldfarb (1970) and Shanno (1970)]. This method requires storing and updating a matrix which approximates the inverse of the Hessian \( \nabla^2 f(x) \) and hence requires \( O(n^2) \) operations per iteration. According to Nocedal (1980), the L-BFGS variant where the L stands for “Limited-Memory” and also for “Large” problems, is based on BFGS but requires only \( O(n) \) operations per iteration, and less memory. Instead of storing the \( n \times n \) Hessian approximations, L-BFGS stores only \( m \) vectors of dimension \( n \), where \( m \) is a number much smaller than \( n \). Finally, the last letter B in L-BFGS stands for bounds, meaning the lower and upper bounds \( l_i \) and \( u_i \). The L-BFGS-B algorithm is implemented in a FORTRAN software package, according to Zhu et al (2011). We discuss how to modify the algorithm for non-smooth functions.

A.1.2. BFGS

BFGS is standard tool for optimization of smooth functions. It is a line search method. The search direction is of type \( d_k = -B_k \nabla f(x_k) \) where \( B_k \) approximation to the inverse Hessian of \( f \).\(^4\) This \( k^{th} \) step approximation is calculated via the BFGS formula.

\[
B_{k+1} = \left( I - \frac{s_k y_k^T}{y_k^T s_k} \right) B_k \left( I - \frac{y_k s_k^T}{y_k^T s_k} \right) + \frac{s_k s_k^T}{y_k^T s_k} \quad (A2)
\]

Where \( y_k = \nabla f(x_{k+1}) - \nabla f(x_k) \) and \( s_k = x_{k+1} - x_k \). BFGS exhibits super-linear convergence on generic problems but it requires \( O(n^2) \) operations per iteration, according to Wright (1999).

In the case of non-smooth functions, BFGS typically succeeds in finding a local minimizer, as indicated by Overton (2013). However, this requires some attention to the line search conditions. This conditions are known as the Armijo and weak Wolfe line search conditions and they are a set of inequalities used for computation of an appropriate step length that reduces the objective function “sufficiently”.

\(^4\) When it is exactly the inverse Hessian this method is known as Newton method. Newton’s method has quadratic convergence but requires the explicit calculation of the Hessian at every step.
A.1.3. L-BFGS

L-BFGS stands for Limited-memory BFGS. This algorithm approximates BFGS using only a limited amount of computer memory to update an approximation to the inverse of the Hessian of \( f \). Instead of storing a dense \( n \times n \) matrix, L-BFGS keeps a record of the last \( m \) is a small number that is chosen in advance. For this reason the first \( m \) iterations of BFGS and L-BFGS produce exactly the same search directions if the initial approximation of \( B_0 \) is set to the identity matrix.

Because of this construction, the L-BFGS algorithm is less computationally intensive and requires only \( O(mn) \) operations per iteration. So it is much better suited for problems where the number of dimensions \( n \) is large.

A.1.4. L-BFGS-B

Finally L-BFGS-B is an extension of L-BFGS. The B stands for the inclusion of Boundaries. L-BFGS-B requires two extra steps on top of L-BFGS. First, there is a step called gradient projection that reduces the dimensionality of the problem. Depending on the problem, the gradient projection could potentially save a lot of iterations by eliminating those variables that are on their bounds at the optimum reducing the initial dimensionality of the problem and the number of iterations and running time. After this gradient projection comes to second step of subspace minimization. During the subspace minimization phase, an approximate quadratic model of (A1) is solved iteratively in a similar way that the original L-BFGS algorithm is solved. The only difference is that the step length is restricted as much as necessary in order to remain within the lu-box defined by equation (A1).

A.1.5. Gradient Projection

The L-BFGS-B algorithm was designed for the case when \( n \) is large and \( f \) is smooth. Its first step is the gradient projection similar to the one outlined in Conn (1988) and Toraldo (1989), which is used to determine an active set corresponding to those variables that are on either their lower or upper bounds. The active set is defined at point \( x^* \) is:

\[
\mathcal{A}(x^*) = \{ i \in \{1 \ldots n\} | x_i^* = l_i \lor x_i^* = u_i \} \tag{A3}
\]

Working with this active set is more efficient in large scale problems. A pure line search algorithm would have to choose to step length short enough to remain within the box defined by \( l_i \) and \( u_i \). So if at the optimum, a large number \( B \) of variables are either on the lower or upper bound, as many as \( B \) of iterations might be needed. Gradient projection tries to reduce this number of iterations. In the best case, only one iteration is needed instead of \( B \).

Gradient projections works on the linear part of the approximation model:

\[
m_k(x) = f(x_k) + \nabla f(x_k)^T(x - x_k) + \frac{(x-x_k)^TH_k(x-x_k)}{2} \tag{A4}
\]

Where \( H_k \) is a L-BFGS-B approximation to the Hessian \( \nabla^2 f \) stored in the implicit way defined by L-BFGS.

In this first stage of the algorithm a piece-wise linear path starts at the current point \( x_k \) in the direction \(-\nabla f(x_k)\). Whenever this direction encounters one of the constraints the path runs corners in order to remain feasible. The path is nothing but feasible piece-wise projection of the negative gradient direction on the constraint box determined by the values \( l \) and \( u \). At the end of this stage, the value of \( x \) that minimizes

$m_k(x)$ restricted to this piece-wise gradient path is known as the “Cauchy point” $x^c$.

From this description of the estimation and optimization, following steps can be summarized:

- Find the residual function ($r$) of each model.
- Find NLS estimation, i.e. $f(x_i) = \frac{1}{2}\sum_{i=1}^{p} [x_i]^2$, of each model.
- Find the $p \times p$ matrix value for $B_1 = I$, $p$ is the number of parameters estimated in each model.
- Find the initial value of parameter vector with rank $p \times 1$, $p$ is the number of parameters estimated in each model.
- Find gradient from step 2 with every parameter in models. e.g. $\nabla f(x_i)_i$
- Substitute the initial value of the parameter (step 3) to gradient of step 5 with result. e.g. $\nabla f(x_i)$.
- Find the value of $p_1$
- Find the value of $f(x_1)$ so it will obtain of $d_1$ and $s_1$. 
## Appendix II: Application of Zero Coupon Rates in Making an Investment Decision

<table>
<thead>
<tr>
<th>Issuer</th>
<th>Coupon</th>
<th>Maturity</th>
<th>Bid</th>
<th>Ask</th>
<th>Mid Clean</th>
<th>Mid Dirty</th>
<th>Model Price</th>
<th>Duration</th>
<th>Weights (w_i)</th>
<th>(cheap) / rich</th>
</tr>
</thead>
<tbody>
<tr>
<td>Kenyan Government</td>
<td>6.50%</td>
<td>15-Feb-00</td>
<td>100.563</td>
<td>100.583</td>
<td>100.57</td>
<td>103.80</td>
<td>103.573</td>
<td>0.956271</td>
<td>0.361346082</td>
<td>0.23%</td>
</tr>
<tr>
<td>Kenyan Government</td>
<td>8.00%</td>
<td>15-Feb-01</td>
<td>102.786</td>
<td>102.854</td>
<td>102.82</td>
<td>106.80</td>
<td>106.742</td>
<td>1.821322</td>
<td>0.189721979</td>
<td>0.06%</td>
</tr>
<tr>
<td>Kenyan Government</td>
<td>10.00%</td>
<td>15-Mar-02</td>
<td>108.406</td>
<td>108.526</td>
<td>108.47</td>
<td>112.60</td>
<td>113.399</td>
<td>2.647526</td>
<td>0.130516077</td>
<td>(0.79%)</td>
</tr>
<tr>
<td>Kenyan Government</td>
<td>5.50%</td>
<td>15-Apr-03</td>
<td>96.673</td>
<td>96.827</td>
<td>96.75</td>
<td>98.57</td>
<td>97.483</td>
<td>3.706899</td>
<td>0.093216656</td>
<td>1.08%</td>
</tr>
<tr>
<td>Kenyan Government</td>
<td>8.00%</td>
<td>15-Apr-04</td>
<td>105.034</td>
<td>105.234</td>
<td>105.13</td>
<td>107.78</td>
<td>108.039</td>
<td>4.253648</td>
<td>0.081234908</td>
<td>(0.26%)</td>
</tr>
<tr>
<td>Kenyan Government</td>
<td>8.00%</td>
<td>15-Nov-06</td>
<td>106.518</td>
<td>106.809</td>
<td>106.66</td>
<td>108.64</td>
<td>108.878</td>
<td>5.884208</td>
<td>0.058724089</td>
<td>(0.24%)</td>
</tr>
<tr>
<td>Kenyan Government</td>
<td>7.00%</td>
<td>15-Jul-09</td>
<td>100.549</td>
<td>100.903</td>
<td>100.73</td>
<td>101.29</td>
<td>101.176</td>
<td>7.537708</td>
<td>0.045842151</td>
<td>0.11%</td>
</tr>
<tr>
<td>Kenyan Government</td>
<td>6.00%</td>
<td>15-Nov-11</td>
<td>91.666</td>
<td>92.049</td>
<td>91.86</td>
<td>93.34</td>
<td>93.343</td>
<td>8.770603</td>
<td>0.039398058</td>
<td>(0.00%)</td>
</tr>
</tbody>
</table>

**Total**

1

**Table 6**: Using coupon rates to make an investment decision